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Abstract—Speech signal segmental framing and scaling 
factor according to the low distortion of original speech 
signal is basis for speech recognition process as first step. 
The next followed step is existing noise reduction in the 
recognized speech signal for quality improvement. In this 
work, the noise reduction is done using newly proposed 
adaptive median based filtering. Comparison of the 
observations based on adaptive median filtering with 
Minimum Mean-Square Error Short-time Spectral 
Amplitude (MMSE-STSA) and Minimum Mean-Square 
Error (MMSE) based noise reduction reveal a list of worthy 
to mention relevant observations. The drawn conclusion 
also accumulates possible contributions by the proposed 
adaptive median based filtering technique. Lastly is 
mentioning of Signal-to-noise ratio (SNR) as the primary 
metric for observations collection for the newly proposed 
adaptive median based filtering technique analysis. 
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I. INTRODUCTION 
 
Speech enhancement main purpose is to upgrade the speech 
signal intelligibility and quality. The intelligibility is the 
ability of listener to understand the content of speech signal. 
The intelligibility varies from person to person but the 
minimum speech reception threshold is fifty (50) percent 
[1]. Whereas quality is the comparison of system output 
speech signal with the original input signal. Quality may 
vary from person to person. Some person mark low quality 
speech as a high quality and other person mark it low 
quality. So quality is measure of speech signal better effect 
on listener ear. Both of them are independent attribute of 
speech signal. Mostly both are inversely related with each 
other [2, 3]. 
Speech signal comprises of both useful and unwanted 
signals. A common definition, the unwanted signal part of 
speech signal is called noise. In presence of background 
noise, the speech signal becomes degraded by noise. An 
important worthy to note relevant discrepancy is 
domination of speech signal by the noise signal and this 
occurs with occurrence of negative SNR which results in 
zero intelligibility. However, the noise can be reduced 
easily if attributes of noise or speech signal are known. 
Achieving limited speech signal distortion and noise 
quantity, different speech  

 
 
 
 

enhancement techniques are used. The list includes Speech 
enhancement using MMSE filter in wavelet domain [4], 
Speech enhancement using Empirical Mode Decomposition 
method [5], adaptive median based filtering for quality 
improvement [6].Enhancement technique works when the 
attributes of noise are known. List of different types of 
noise includes pink noise, babble noise, grey noise and 
additive noise [7]. Additive noise is the background noise 
which has a resemblance with speech signal. The best 
example of additive noise is additive white Gaussian noise. 
Additive white Gaussian (AWGN) noise is used as a basis 
noise for adaptive    thresholding using median base 
filtering for quality improvement of signals[8]. Improve 
signal has many application such as hearing impaired 
devices. Real time analysis of speech enhancement is too 
much expensive and not in range. Alternatively the 
mathematical analysis has solved the purpose with 
significant quality which can be seen in subsequent sections 
of the document.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1.1 Block diagram of binary mask method 
 

The speech enhancement can be done using different 
proposed method. These methods comprises of parametric 
and non-parametric method[9]. The parametric model 
method doesn’t need the posterior information[10]. The 
priori model information helps in the process of speech 
enhancement with reduced noise and better quality. For 
single channel the non-parametric method use the silent 
frame as frame of reference of speech signal and estimate 
the noisy observation. However, for multiple channels one 
source is assumed to be reference source for noise 
estimation. Single channel is more effective because of its 
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clear implementation and least cost[11]. Also, it is 
important to note that non-parametric approach is flexible 
and therefore allow changes in the used parameters over a 
cartage specified range therefore not restricted to fixed 
number of parameters as the case in parametric approach. 
Here in this case, adaptive thresholding using median base 
filtering algorithm is based on non-parametric and single 
channel speech enhancement. The algorithm needs the 
noise observation of silent frame of speech signal which is 
achieved using single microphone. In the following text the 
survey of few speech enhancement algorithms provides the 
basis for proposed algorithm. 

II. Literature Review of Speech Enhancement Method 

Speech enhancement comprises of three different algorithm 
categories[12]. The algorithms categorization depends upon 
pros and corns in their operation. Four (04) different speech 
enhancement categorizations are binary mask, spectral 
subtraction, subspace algorithm, statistical based 
algorithms. 

A. Spectral Subtraction method 
 
Spectral Subtraction needs the continuous output for 
reduction of noise. The spectral subtraction method for the 
first time induces by the Weiss using in the correlation 
domain. Later Boll uses it for in the Fourier transform 
domain. The spectral subtraction method is based on 
subtraction of noise from the corrupted signal[13]. During 
speech enhancement using spectral subtraction method first 
determine the noise. The noise can be determined from the 
pause region of the speech signal. And subtraction of the 
highlighted noise is carried out from the original signal. 
However, this algorithm can distort the useful information 
from the speech signal. 

B. Binary mask method 
The binary mask method use the binary value for noise 
reduction. In binary masking method original signal is 
added with selected frequencies of corrupted signal. After 
addition of noise the time domain signal is converted into 
the time-frequency domain. The frequency domain analysis 
of signal provides the frequency information of speech 
signal. The frequency domain not provides the change of 
energy of speech signal at specific point. So it needs the use 
of time domain. As the speech signal is non-stationary so it 
need the use of both frequency and time domain. Classical 
method of frequency domain is Fourier analysis but for the 
binary masking method represented by Short time Fourier 
transform[14]. In time and frequency domain the binary 
masking & signal-to-noise ratio thresholding criterion is 
created. The difference between the target energy signal and 
energy of mask signal is greater than local threshold 
criterion than assign value 1.If it is not greater than the local 
threshold criterion assign zero. 

BM (t, f) =       
�1                        𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖(𝑡𝑡, 𝑖𝑖) −𝑚𝑚(𝑡𝑡, 𝑖𝑖) > 𝐿𝐿𝑖𝑖𝐿𝐿
0                                                         𝑜𝑜𝑡𝑡ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑖𝑖𝑒𝑒𝑒𝑒

 
The binary masking value is multiplied with the magnitude 
of FFT. The output from the FFT is converted into inverse 

FFT and the result is weighted by using overlap add method 
and apply windowing and get output frames in row frame 
matrix. The block diagram is shown in figure 1.1 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1.2 Block diagram of binary mask method 

C. Subspace method 
In speech enhancement using subspace method noisy 
speech signal is the sum of speech signal subspace and the 
additive noise subspace[15]. As a first step speech signal is 
converted into subspace covariance matrix for the noisy 
speech signal. The noisy speech signal is the sum of the 
covariance matrix of speech signal and covariance matrix of 
additive noise signal. Then estimation of the speech signal 
subspace covariance matrix is next followed step. The 
Eigen value decomposition method is used for finding the 
diagonal element greater than zero of covariance matrix of 
signal subspace and noisy subspace. Then get the signal 
subspace and noisy subspace spanning the Eigen vector 
against the Eigen values. The diagonal element of 
covariance matrix of speech signal provides the dimension 
of covariance matrix speech signal. After this conversion of 
the product of Eigen value and Eigen vector into frequency 
domain occurs. In frequency domain the power spectral 
density of Eigen Product divided by the number of samples 
of the frames is found. Calculation of the tonal and non-
tonal component using the thresholding masking is the next 
in-line step of the process. For minimizing the noise in the 
enhance speech signal the noise frame with the maximum 
value of the noise is normalized in the frame. Now after 
normalization is the time for back into Eigen domain 
conversion from converted frequency domain. Calculation 
of the gain and the product of noise frames and filter 
provide the estimation of speech enhancement. 

 
D. Statistical based Method 

Initially for statistical base speech enhancement method the 
Ephraim used the MMSE STSA method[16]. MMSE STSA 
is primarily used for the noise estimation. The noisy speech 
signal is divided into magnitude and phase part. The 
estimation of speech signal depends on the product of 
response of the MMSE STSA estimator and frame index 
with sampling frequency. The gain or response of MMSE 
depends on the priori SNR. The priori SNR depend on the 
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ratio of speech variance to variance of noise known as 
posterior SNR or instantaneous SNR. Since It is here that 
conversion of non-stationary speech signal into stationary 
occurs by estimating the one fixed frequency and time 
required in the stationary signal. Point worthy to note is 
improved quality signal results by the conversion into 
stationary signal using the newly proposed clean adaptive 
thresholding that is based on median based filtering. 
 
For illustration of the newly proposed median based 
adaptive thresholding, priori discussion regarding the 
primary MMSE method is necessary. This is presented in 
the following discussion. 
 

III. Overview of MMSE Method 
For better explanation of the proposed median based 
filtering technique in this paper, the relevant description of 
the preliminary used MMSE method needs to be considered 
in context of stationary and non-stationary speech signal. 
The conventional Minimum mean square error (MMSE) 
method which is not as useful for non-stationary noise as it 
is usually effective for stationary noise. One of the main 
reasons for the mentioned inflexibility is tracking the noise 
variance along time dimension and typical focus on 
statistical characteristics of the noise[16]. 
 

A. Addition of Noise 
The additive white Gaussian noise is added as a noise with 
the clean speech signal, mathematically noisy speech signal 
can expressed as 

n(t) = c(t) + r(t) 
B. Windowing of Speech Signal 

The noisy speech signal is further divided into frames using 
hamming windowing. 

n (t) = ∑ 𝑄𝑄𝑗𝑗 (𝑡𝑡)𝑐𝑐
𝑗𝑗=1  +𝑙𝑙𝑚𝑚(𝑡𝑡) 

 
C. MMSE Noise Estimation 

For different frame of Qj(t), the window noise estimation 
can be done using adaptive parameter of Hj .Successful 
preprocessing lead to adaptive median base filtering. For 
the nose estimation using different frame u at sampling 
frequency Fs in presence of adaptive parameter Hj is 
mathematically expressed using gamma function as basis 
function given below 

𝑔𝑔𝚥𝚥 �= 𝛤𝛤[𝑄𝑄𝑄𝑄(𝑡𝑡);𝐻𝐻𝑄𝑄] 
D.MMSE filtering Estimation 

Posterior signal-to-noise ratio is the ratio of square of 
frames of noisy signal and square of noisy signal using 
sampling frequency at instantaneous frame u. 

𝑆𝑆𝑆𝑆𝑆𝑆𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 =
𝑄𝑄2   (𝐹𝐹𝑝𝑝,𝑢𝑢)
𝐷𝐷2   (𝐹𝐹𝑝𝑝,𝑢𝑢)

 
Priori SNR can be obtain from posterior SNR, while prior 
SNR is the sum of maximum value between posterior SNR 
and zero weight with (1-β) and square of estimation noisy 
spectral proceeding frame (u-1) at sampling frequency Fs 
with square of estimation spectral proceeding frame (u-1) at 
sampling frequency Fs. 
 

𝑆𝑆𝑆𝑆𝑆𝑆𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 = 𝛼𝛼 + (1 − 𝛼𝛼)𝑚𝑚𝑚𝑚𝑚𝑚�𝑆𝑆𝑆𝑆𝑆𝑆𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝(𝑖𝑖𝑒𝑒,𝑢𝑢), 0� 
MMSE filter response is the ratio of priori signal-to-noise 

of frame u at sampling frequency fs to priori signal-to-noise 
of frame u at sampling frequency plus one. 
Can be expressed mathematically 

L (fs, u) =
𝑆𝑆𝑆𝑆𝑆𝑆𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝
𝑆𝑆𝑆𝑆𝑆𝑆𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝+1

 

Estimated noise spectral is the product of MSSE filter 
system response L (fs, u) and 𝑄𝑄𝑄𝑄 (fs, u). 

𝑆𝑆𝚥𝚥 � = L (fs, u) 𝑄𝑄𝑄𝑄 (fs, u) 
 

IV. Overview of proposed Method 
 

A. Adapting filtering using median based filtering 
 
The proposed adaptive median based filtering minimizes 
the effect of original speech signal distortion. And show 
more smooth effect during reconstruction of estimated 
speech signal. 
The noisy speech signal is divided into three parts. First 
comprises of start region with fewer information of speech, 
so that a noise can be easily subtracted. Due to low 
distortion ratio of original signal, it is scale with 0.4.The 
difference between the frames of region 1 and median of 
frames 1 region and overall median product with scaling 
factor of 0.4 gives the value of noise region of σ1.So for the 
first region of noise estimation value can be expressed 
mathematically 
σ1 = 0.4 ×Median*(Q1 (t) −Median* Q1 (t)) 
And this is same for region 2 but requires more information 
of speech. To get smoothing effect its scaling is weighted 
with 0.8.If any low amplitude noise signal present it can be 
amplified with larger weight. 
σ2 = 0.8 ×Median*(Q2 (t) −Median* Q2 (t)) same for the 
third region so the estimated noise level is  
σ3 = 0.4 ×Median*(Q3 (t) −Median* Q3 (t)) 
Take the average of these three regions 

σ= σ1+ σ2+ σ3
3

 
 
And finally the value of σ is use in the equation of Donoho 

A=�2𝑙𝑙𝑜𝑜𝑔𝑔𝐿𝐿 σ 
In above equation L is the length of original speech signal. 
The block diagram of proposed method is shown in figure 
1.2 
 
 
 
 
                         n(t) 
 
 
 
 
 
 
 
 
 
 
 
 

Original 
signal of 
Speech   n (  t )  = ∑ 𝐐𝐐𝐣𝐣 (𝐭𝐭)𝐜𝐜

𝐣𝐣=𝟏𝟏 +  𝐥𝐥𝐦𝐦(𝐭𝐭) 

 
𝐑𝐑𝐣𝐣 �� = L (fs, u) 𝐐𝐐𝐣𝐣 (fs, u) 

 

𝐒𝐒𝐒𝐒𝐑𝐑𝐩𝐩𝐩𝐩𝐩𝐩𝐭𝐭 =
 𝐐𝐐𝟐𝟐   (𝐅𝐅𝐩𝐩,𝐮𝐮)
𝐃𝐃𝟐𝟐   (𝐅𝐅𝐩𝐩,𝐮𝐮)

 
 

𝐒𝐒𝐒𝐒𝐑𝐑𝐩𝐩𝐩𝐩𝐩𝐩𝐩𝐩𝐩𝐩𝐩𝐩 = 
𝛂𝛂 + (𝟏𝟏 − 𝛂𝛂)𝐦𝐦𝐦𝐦𝐦𝐦(𝐒𝐒𝐒𝐒𝐑𝐑𝐩𝐩𝐩𝐩𝐩𝐩𝐭𝐭(𝐟𝐟𝐩𝐩,𝐮𝐮),𝟎𝟎) 

 
σ1 = 0.4 ×Median*(Q1 (t) −Median* Q1 (t)) 
σ2 = 0.8 ×Median*(Q2 (t) −Median* Q2 (t))  
σ3 = 0.4 ×Median*(Q3 (t) −Median* Q3 (t)) 
 

σ= 𝛔𝛔𝟏𝟏+ 𝛔𝛔𝟐𝟐+ 𝛔𝛔𝛔𝛔
𝛔𝛔

 
 

A=�𝟐𝟐𝒍𝒍𝒍𝒍𝒍𝒍𝒍𝒍 σ 
 

L (fs, u) = 𝐒𝐒𝐒𝐒𝐑𝐑𝐩𝐩𝐩𝐩𝐩𝐩𝐩𝐩𝐩𝐩𝐩𝐩
𝐒𝐒𝐒𝐒𝐑𝐑𝐩𝐩𝐩𝐩𝐩𝐩𝐭𝐭+𝟏𝟏
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Figure 1.3 Adaptive thresholding using median based filtering 
block diagram. 

 
V. Experimental Result 

 
Random test are perform for comparative analysis of 
MMSE and adaptive median based filtering. For initial SNR 
the output of change in SNR is calculated for the SNR 
range between -2 dB to -18 dB shown in figure 2.1 and 
figure 2.2. 

 
 

Figure2.1: Segmental result of ΔSNR comparison with MMSE for 
SNR range between -2dB to -18 dB. 

 
Figure2.2: Overall result of ΔSNR comparison with MMSE for 

SNR range between -2dB to -18 dB. 
The adaptive thresholding using median based filtering 
show better performance between the ranges of SNR -14 dB 
-8dB for the input SNR range -2dB to -18dB.As compare to 
segmental result the proposed method show better 
performance result for overall analysis. Greater the input 
range of SNR the better the performance result of proposed 
method.  
Another set of experiment for SNR range 4dB to -
16dB.Change in SNR for the input value of initial SNR is 
calculated shown in figure 3.1 and 3.2. 

 

 
Figure 3.1: Segmental result of ΔSNR comparison with MMSE for 

SNR range between 4dB to -16dB. 

 
Figure: 3.2 Overall result of ΔSNR comparison with MMSE for 

SNR range between 4dB to -18 dB. 
VI. Conclusion 

In terms of overall signal ΔSNR as compared to adaptive 
thresholding MMSE filtering technique offers improved 
performance. The overall performance of adaptive 
thresholding is better in wide range of SNR and show low 
performance on short range of SNR. On short range of SNR 
the MMSE performance is better than adaptive 
thresholding. 
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